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Singly ionized states of molecular clusters with an inner-valence vacancy have recently been shown to undergo
an efficient electronic decay. The mechanism of the decay, which is absent in the isolated molecules that
build up the clusters, is proposed to be of intermolecular Coulombic nature. As explicit example to further
investigate this new decay process, the valence ionization spectrum of the HF(H2O)2 cluster is computed
with the ADC(3) one-particle Green’s function method. In the inner-valence part of the spectrum, characteristic
dense line bundles due to the ultrafast electronic decay of the corresponding cationic states are observed. A
new hole-population analysis method for the very many computed cationic states is presented. This method
allows for a quantitative measure and characterization of the hole localization pattern of the cationic states.
The dense line bundles which mimic the continuous decay distributions in our finite basis set approach are
analyzed in detail. The resulting intermolecular character of the states confirms the recently proposed
intermolecular Coulombic mechanism for the electronic decay in molecular clusters. The decay leads to
dicationic states with two vacancies located on neighboring monomer units.

1. Introduction

The study of the electronic structure of clusters is a central
subject of interest in chemical as well as in physical research
for many years. A large and rapidly increasing number of
experimental and theoretical studies on all kind of clusters
emphasizes the importance of clusters, ranging from a better
understanding of the fundamental properties of matter in general
to practical applications in material science.1,2 Although clusters
often exhibit quite unique properties, their role in linking
together the properties of the constituent isolated monomer units
and the corresponding bulk material can hardly be overestimated.
An especially active subfield in cluster science is the study of
van der Waals clusters which includes such different species
such as atomic rare gas clusters and hydrogen bonded molecular
clusters.3-5 These weakly bound systems are of particular
interest in the exploration of intermolecular interactions.

In contrast to the multitude of studies on the electronic
structure of the neutral ground state of clusters, there have been
comparatively few studies on highly excited electronic states
like singly ionized states of clusters, especially when considering
weakly bound systems. This situation has started to change quite
rapidly in the past few years (see, e.g., refs 6-9), not least
because of the development of new experimental techniques
and improved quantum-chemical methods of calculation on
much faster computers.

An important and widespread method to produce singly
ionized states in general is the photoionization of the corre-
sponding neutral systems. Photoelectron spectroscopy is for a
long time known as a powerful and specific method for the
study of the electronic structure of molecular systems.10,11 But

nearly all experiments involving singly ionized states focus on
either the energy region of outer-valence ionization (UV
photoelectron spectroscopy (UV-PES)) or the energy region
of core-ionization (X-ray photoelectron spectroscopy (XPS)).7-9

The intermediate energy range of inner-valence ionization has
encountered much less attention (see, e.g., refs 12-14). One
important reason for this deficit, the lack of suitable radiation
sources, has been removed during the last years by developing
sufficiently monochromatized sources of radiation, with high
enough intensity, that are tunable in the relevant energy range,
of which the most prominent exponent is synchrotron radiation.
The combination of monochromatized tunable synchrotron
radiation with modern coincidence-detection techniques having
the capability of simultaneous detection of photons, photoelec-
trons, and ionic (fragmentation) products in a cluster beam
apparatus have made high spectral resolution experiments on
free gas-phase clusters possible, at least in principle, in a wide
energy range.

Excited states have finite lifetimes. Therefore, the study of
the decay processes (lifetime, decay mechanism) of the singly
ionized cationic states is of extremely high relevance for the
understanding of the physical properties of the systems under
investigation. In principle, excited electronic states can decay
radiatively by photon emission and/or nonradiatively by electron
emission (electronic decay). The preferred decay mechanism is
highly dependent on the energy range of the excitation. For most
systems it is well-known that energetically low-lying states, such
as outer-valence ionized states, can only decay radiatively, while
energetically high-lying states, like inner-shell ionized states,
decay more efficiently by electronic decay.15 A prominent
representative of the latter is the Auger decay of core vacan-
cies.16 Very characteristic of the complementary decay processes* Corresponding author. E-mail: c86@ix.urz.uni-heidelberg.de.
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are the different lifetimes of the excited states in dependence
of the energy region of excitation. States which can decay only
radiatively (excited outer-shell vacancies) have long lifetimes
compared to states which decay electronically (excited inner-
shell vacancies). Also the sensitivity of the decay to the chemical
environment strongly depends on the energy region of the
excited state. While the radiative decay of outer-shell vacancies
is very sensitive to the chemical environment, the electronic
decay of inner-shell vacancies (Auger decay) is only weakly
influenced (intra-atomic process).

The situation is much more complex in the intermediate
energy region of inner-valence vacancies. Here, even the
principal mechanism of the decay can be changed by the
influence of the chemical environment. In typical small mol-
ecules the electronic decay of a single inner-valence vacancy
(e.g., ionization of 2s orbitals in first-row atoms such as O, F,
Ne) leading to a doubly ionized final state is not possible because
of energetic reasons. The lowest lying doubly ionized states (two
outer-valence vacancies) lie significantly higher in energy than
the single inner-valence vacancies, mainly because of the strong
Coulomb repulsion of the two holes in the dicationic states. As
a consequence, the singly ionized inner-valence states of the
molecules can decay only radiatively. The situation can change
drastically as soon as the above-mentioned molecular unit
interacts with a suitable chemical environment, e.g., in weakly
bound molecular clusters. We have shown recently,17,18 using
large scale ab initio Green’s function calculations, that excited
electronic states of molecular clusters such as (HF)n or (H2O)n
(n ) 2-4) with at least one inner-valence vacancy can
efficiently decay electronically. The estimated lifetimes of the
order of few femtoseconds are comparable to those typical for
core vacancies. Very recently, these estimates have been nicely
confirmed in a quantitative study on selected inner-valence F(2s)
vacancies of the (HF)2 system using configuration interaction
methods with complex absorbing potentials (CAPs) to take into
consideration the outgoing continuum electron.19

The principal mechanism of the decay of the inner-valence
vacancies in molecular clusters, which has been proposed to
be of intermolecular Coulombic nature, is presented in Figure
1 together with the relative energies of the involved electronic
states. Figure 1a shows that whereas the ionization potentials
(IPs) of the inner-valence vacancies in the molecular clusters
are only slightly lowered compared to the isolated monomer
molecules, the energy onset of doubly ionized states in the
clusters is lowered drastically because of the appearance of a
new kind of dicationic states with the two vacancies localized
on different monomer units (two-site states). The reduced
Coulombic interaction of the holes in the two-site states, because
of their spatial separation, is responsible for the distinct energetic
lowering compared to the states with both holes being localized
on the same unit (one-site states) and leads to the opening of
electronic decay channels for the inner-valence vacancies.
Discovering the energetic availability of two-site dicationic
decay channels, and observing unmistakable signs of efficient
electronic decay of the inner-valence vacancies in the computed
ionization spectra, prompted us to propose an intermolecular
Coulombic decay (ICD) mechanism17,18 for the inner-valence
vacancies which is summarized schematically in Figure 1b. An
outer valence electron at the monomer unit with the initial inner-
valence vacancy drops into this vacancy and the resulting excess
energy is used to eject an electron from the outer-valence of a
neighboring unit. In clusters there is a large number of available
decay channels of this type. In addition, the Coulomb matrix
elements governing the decay rates are of nonnegligible

magnitude at the relatively small kinetic energies of the outgoing
electron involved. These facts make up for an efficient and fast
energy transfer mechanism between the units constituting the
cluster.

Up to now the intermolecular character of the decay process
has mainly been deduced by inspection of the physical nature
of the energy-permitted dicationic decay channels. In the present
paper we investigate the ICD mechanism of inner-valence
vacancies of molecular clusters in direct fashion. For this
purpose, an exemplary study of the singly ionized states of the
cyclic HF(H2O)2 cluster has been carried out. The cationic states
of the cluster result from large scale ab initio Green’s function
calculations on the ionization spectrum of the neutral ground
state system. The resulting cationic state distributions are then
analyzed in detail with a new hole-population analysis. This
method allows us to characterize and classify the very many
calculated cationic states according to their spatial hole-density
distribution in a quantitative way. This is especially important

Figure 1. Schematic representation of the intermolecular Coulombic
decay (ICD) of molecular clusters. (a) State diagram showing the
energetic situation typical for a single inner-valence vacancy in the
molecular cluster. In contrast to the isolated molecules, the inner-valence
vacancy in the molecular cluster can efficiently decay electronically
because of the accessible dicationic decay channels with the two
vacancies localized on neighboring molecular units. (b) ICD mechanism
represented by the changes in the electronic configurations of the
involved neighboring molecules.
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in the inner-valence region, with its characteristic large number
and high density of states due to strong correlation and electronic
decay effects. In our finite basis set calculations, the energy
broadening due to decay of an ionized state appears as a dense
cluster of states with low spectral intensity (satellite states)
centered around the decaying state.18 This characteristic satellite
structure, which mimics a continuous intensity distribution,
describes the coupling of the decaying cationic state to the
energetically accessible double ionization continuum. The
detailed analysis of the hole-density in these dense line
distributions, therefore, provides direct insight into the physical
nature of the decay process and can unambiguously confirm
the proposed intermolecular mechanism.

The paper is organized in the following way. In section II
we briefly describe the methods used to calculate the valence
singly ionized states of the cluster as well as their available
decay channels via electron ejection. section III then introduces
the hole-population analysis for the characterization of the very
many calculated cationic states. In section IV the results on the
ICD of the singly ionized inner-valence vacancies of the HF-
(H2O)2 cluster are presented and discussed. Finally, section V
gives a summary of the essential points as well as an outlook
on possible experiments and extensions of the theoretical studies.
In the Appendix the spin-free working equations of the hole-
population analysis are listed for completeness.

2. Methods and Computational Details

The valence ionization spectra of the HF(H2O)2 cluster and
the isolated corresponding molecules HF and H2O have been
computed using the third-order algebraic diagrammatic con-
struction scheme (ADC(3)) for the approximate evaluation of
the poles and residues of the one-particle Green’s function.20

The ADC scheme in general, as well as the ADC(3) scheme in
particular, which is also known as the extended two-particle-
hole Tamm-Dancoff approximation (2ph-TDA), have been
discussed in detail in the literature.20-23 We therefore only
summarize some of the important properties of the method. The
ADC(n) scheme for a given ordern of many-body perturbation
theory transforms the evaluation of the Green’s function or
propagator to a Hermitian eigenvalue problem of the corre-
sponding ADC matrix. In the specific numerical approach used
in this work (ADC(3)/1p-GF program package24,25) instead of
evaluating the one-particle Green’s function directly, the so-
called self-energy, which is related to the one-particle Green’s
function via the Dyson equation (see, e.g., refs 26 and 27), is
evaluated with the ADC scheme. The resulting ADC(3) matrix
has a characteristic block structure. A small one-particle block
built up from one-hole (1h) and one-particle (1p) configuration
contributions is coupled to a large ionization block built up from
two-hole-one-particle (2h1p) configuration contributions, and
an even larger affinity block built up from two-particle-one-
hole (2p1h) configuration contributions, the latter block mainly
determining the dimension of the ADC matrix. All configuration
classes are labeled with respect to the Hartree-Fock configu-
ration of the neutral ground state. The eigenvalues of the ADC
matrix are the ionization potentials and electron affinities of
the system, while the spectroscopic factors of the corresponding
transitions are directly related to the eigenvectors. With the
ADC(3) scheme cationic states perturbatively derived mainly
from 1h configurations (main states) are described consistently
through third order perturbation theory, whereas cationic states
perturbatively derived mainly from 2h1p configurations (satellite
states) are described through first-order perturbation theory. All
computed quantities are size-consistent in any order of perturba-
tion theory.

To extract many eigensolutions of this large-scale eigenvalue
problem with dimensions typically of the order of 104-105,
subspace iteration methods have to be used. Preliminarly, an
approximation procedure has proved to be successful in many
applications (see, e.g., refs 18, 25, and 28). Because we are
only interested in the cationic solutions of the eigenvalue
problem, it is convenient to replace the energetically well-
separated large affinity block of the ADC matrix with a lower
dimensional block in a first step. This smaller block is calculated
by projecting the anionic matrix onto a low-lying subspace via
a relatively small number of block-Lanczos iterations, so that
the lowest moments of the spectral distribution of affinity poles
is preserved.29 The projected band matrix is then diagonalized
and the coupling to the rest of the configuration space
transformed accordingly.

Although the configuration spaces of the ADC eigenvalue
problems are much smaller compared to similar configuration
interaction calculations, the adequate description of the cationic
states of extended systems, such as molecular clusters leads,
even after prediagonalization/reduction of the affinity block, to
large-scale eigenvalue problems with dimensions still of the
order of 103-104 and dense-lying eigensolutions in the inner-
valence region of the spectra. Therefore, in many cases full
diagonalization of the reduced ADC matrixes is no longer
possible. In these cases, again the moment-preserving block-
Lanczos diagonalization procedure has been shown in numerous
applications to be ideally suited for the approximate solution
of the eigenvalue problems.17,18,28 The method provides a
convergence rate on the spectral envelope of the main space
components (1h/1p) which is exponential in the number of
iterations and the line widths.29 Because of the correct descrip-
tion of the spectral envelope, the regions with dense-lying roots
are described correctly already after relatively few iterations,
even though the states may not be fully converged individually.
It should be noted here that the spectral envelope around a dense
state distribution is generally the only physically meaningful
property to describe the corresponding spectra. In the case that
the dense state distribution mimics a nonstationary wave packet,
due to the discrete finite basis set approach, the spectral envelope
is in fact the only properly defined quantity.

The very many calculated cationic states, especially in the
inner-valence region of the ionization spectra, have been further
characterized according to the spatial distribution of the one-
hole density of the ADC eigenvectors, using a new hole-
population analysis. This analysis allows to gain deeper insight
into the physical nature of the cationic states, as well as
providing a classification scheme for the many states. We shall
describe it in detail, especially with respect to its importance in
the analysis of the electronic decay of the inner-valence cationic
states, in section III.

To evaluate possible electronic decay channels for the inner-
valence cationic states, we have calculated the outer-valence
dicationic states of the systems with the direct second-order
ADC(2) scheme for the evaluation of the particle-particle
propagator.30-32 Here, the configuration space of the ADC
matrix comprises all dicationic two-hole (2h) and three-hole-
one-particle (3h1p) configurations with respect to the neutral
Hartree-Fock ground state. Dicationic states which are pertur-
batively derived mainly from 2h configurations (main states)
are calculated consistently through second-order perturbation
theory whereas dicationic states perturbatively derived from
3h1p configurations (satellite states) are calculated consistently
through first-order perturbation theory. For the approximate
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solution of the resulting large-scale ADC eigenvalue problem
of the dicationic states the block-Lanczos procedure29 has been
used.

The calculated outer-valence dicationic states in the energy
region accessible via decay of inner-valence cationic states have
been further characterized according to the spatial distribution
of the two-hole density with respect to the 2h configuration
space (main space) using a two-hole population analysis.33 With
this analysis one decomposes the 2h contributions to the ADC
eigenvectors into their localized atomic components. The terms
describing the localization of the two holes on a single atomic
center make up the one-site contributions; the terms describing
the localization of the two holes on pairs of atomic sites, with
each of them carrying one hole, define the two-site contributions.

All Green’s function calculations of the singly and doubly
ionized states have been performed at the ab initio equilibrium
geometries of the neutral ground-state systems.34 To facilitate
the calculations, however, a slightly modified planarCs -sym-
metric model structure has been used for the HF(H2O)2 cluster
instead of the nonsymmetricC1-structure taken from the
literature. The structure of theCs -symmetric HF(H2O)2 system
is shown in Figure 2. The planar model structure has been
obtained by simply rotating the monomer units relative to each
other in a way that the intramolecular parameters are not
changed at all, and the intermolecular parameters are changed
as little as possible. The higher symmetry of the model structure
leads to a decoupling of the eigenvalue problem into lower
dimensional problems for each irreducible representation. This
permits the use of larger basis sets and active configuration
spaces, leading to a more accurate description of the electronic
decay effects under investigation. The results of Green’s function
calculations with relatively small standard Gaussian basis sets
have been carefully compared for both theC1- and Cs-symmetric
structure showing that the results are virtually unaffected.

The orbital energies and Coulomb-integrals resulting from
Hartree-Fock calculations on the neutral ground state with the
GAMESS-UK program package35 serve as input for the
corresponding ADC calculations. As basis set for all calculations
presented here the correlation-consistent Dunning basis set of
double-ú quality including polarization functions and augmented
by a set of diffuse s, p, and d-functions on each of the atomic

centers (aug-cc-pVDZ36) has been used. This basis set has
proved to be a good compromise between feasibility and
accuracy of the calculation, especially with respect to the
reliability of the description of the decay phenomena, in the
calculation of similar molecular clusters such as the small (HF)n

and (H2O)n clusters.17,18 Here, we only want to illustrate the
importance of diffuse functions for the qualitatively correct
description of the decay distributions in the calculated spectra.
This is done by comparing the calculated ionization spectra of
the HF(H2O)2 cluster obtained with the cc-pVDZ and the aug-
cc-pVDZ basis set in Figure 3. It can be clearly seen that,
although the outer-valence part (≈12-21 eV) of the spectrum
is only shifted toward higher energies when augmenting the
cc-pVDZ basis set with a set of diffuse functions, the inner-
valence part (≈30-45 eV) is changed substantially in its
character. The most eye-catching effect when augmenting the
basis set with diffuse functions is the drastically enhanced
density of states in the line bundles which are the discrete basis
representation of continuous intensity distributions. In some
cases only a single line is observed with the cc-pVDZ basis set
instead of a line bundle with the aug-cc-pVDZ basis set (see,
e.g., the change in the spectrum at≈41-42 eV) meaning that
the cc-pVDZ basis set cannot describe the decay effects
correctly. It has been shown in a previous study on small (HF)n

clusters18 that further augmenting the aug-cc-pVDZ basis set
or using higher quality standard basis sets augmented by diffuse
functions does not change the description of the decay in a
qualitative way.

In all calculations the 1s-core orbitals of the fluorine and
oxygen atoms have been excluded from the active configuration
space as well as their highest lying virtual counterparts. A further
restriction of the active configuration space has been enforced
in a separate set of calculations to carry out the hole-population
analysis. As input of the hole-population analysis the full 1h
and 2h1p contributions of the ADC(3) eigenvectors are needed
(see section III). On the other hand, the computational effective-
ness of the block-Lanczos procedure is essentially lost when
used to compute many complete and accurate eigenvectors

Figure 2. Neutral ground-state structure of the cyclic HF(H2O)2 cluster
used in the calculation of the ionization spectrum. The nonplanarC1-
symmetric structure taken from ab initio literature data has been slightly
modified into the shown planar-Cs symmetric structure in order to
facilitate the large-scale Green’s function calculations (Nuclear distances
are given in angstrom, angles in degree).

Figure 3. Basis set dependence of the computed valence ionization
spectrum of the HF(H2O)2 cluster. (a) cc-pVDZ basis set, (b) aug-cc-
pVDZ basis set. The vertical bars indicate the individual computed
transitions of height proportional to their pole strength. The inner-
valence region (≈30-45 eV) of the calculated spectra is shown on an
expanded energy scale. Besides a slight shift of the whole spectrum
the largest effect of augmenting the cc-pVDZ basis set with a set of
diffuse s,p,d functions is the enhanced density of states in the line
bundles representing the electronic decay of the inner-valence vacancies.
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instead of the rapidly converging distribution of main space
components. Similarly, other preconditioned iterative diagonal-
ization techniques tend to converge extremely slowly, if at all,
on the dense line bundles describing the cluster decaying hole
states. To quickly get around this problem, we have restricted
the size of the configuration spaces (through virtual orbital
selection) until full diagonalization with standard methods was
possible. The influence of the restriction on the resulting spectra
has been carefully investigated. These results are presented in
section IV D when discussing the hole-population analysis of
the cationic states of the HF(H2O)2 cluster.

3. Characterization of the Cationic States:
Hole-Population Analysis

A very characteristic property of the valence ionization spectra
for even relatively small molecular systems is the large number
and high density of cationic states in the inner-valence region.
This general situation is even more pronounced in extended
systems like molecular clusters. The strong coupling of nearly
degenerate cationic configurations, in combination with hole
localization effects, results in distinct correlation effects which
lead to a redistribution of configuration contributions over some
or even many cationic states. This effect is well-known as the
breakdown of the independent particle picture of ionization.37

Any one of the very large number of states resulting from this
strong interaction gains only small spectral intensity in the
ionization spectrum (satellite states) because of their small 1h
configuration components, but collectively these states may
produce quite distinct spectral profiles in the inner-valence
region, owing to their number and high density. Because of the
lack of an appropriate analysis, only very little is known about
the physical nature of the many satellite states up to now.

As we have shown recently,17,18the electronic decay of inner-
valence vacancies is mimicked in the calculated ionization
spectra by dense line bundles of satellite states that group around
the decaying states, because of the finite discrete basis set
description. To analyze these dense state distributions in detail
we have set up a hole-population analysis for the cationic states.
This hole-population analysis, which decomposes the hole-
density of the cationic states into its localized atomic contribu-
tions, permits the characterization and classification of the states
based on the localization pattern of their electron vacancy. This
concise information is particularly precious in regions of high
density of states such as the ones we are investigating.

The outer-valence cationic states are typically derived from
1h configurations (main states), and therefore the hole-density
analysis of their 1h components is sufficient for characterization.
For the inner-valence satellite states, which are mainly derived
from 2h1p configurations, a meaningful hole-density analysis
has to include the 2h1p configuration space too.

The basic equation for the density (∆r) of an electron vacancy
(hole-density) at space positionr, in the n-th cationic state
Ψn

N-1 resulting from sudden removal of an electron from the
neutral ground-stateΨ0

N of the system, reads

Here, F̂(r) is the usual density operator in Heisenberg repre-
sentation, which is related to the basic field operatorψ̂(r)
through the expressionF̂(r) ) ψ̂†(r)ψ̂(r). Expansion of the field
operator in the set of molecular one-particle functions{φp}

(Hartree-Fock orbitals) of the neutral system as

results in the following expression of the hole-density∆(r):

whereai (ai
†) denotes a destruction (creation) operator for an

electron in orbitalφi. We now approximate the exact neutral
ground-state|Ψ0

N〉 to be uncorrelated (Hartree-Fock)

and expand the exact cationic state|Ψn
N-1〉 in terms of

configuration classes with respect to the neutral Hartree-Fock
ground-state configuration:

Here and in the following, indicesi,j,k,... label the occupied
orbitals andr,s,t,... the virtual orbitals of the Hartree-Fock
neutral ground state.

The ADC(3) scheme used to calculate the cationic states
includes the cationic 1h and 2h1p configuration classes.
Therefore, the analysis of the charge density of the cationic states
calculated with the ADC(3) scheme takes into consideration only
the first and second term in eq 5 [(1h+2h1p) hole-density].
Consideration of the first sum only leads to a hole-density in
the 1h configuration space (1h hole-density). In the following
the equations are derived for the full (1h+2h1p) hole-density.
The formulas for the 1h hole-density can be obtained easily by
omitting all 2h1p contributions.

After insertion of eq 5, truncated to the first two terms, into
eq 3, the hole-density matrix elements∆pq read

Evaluation of the above matrix elements finally yields the
following equations for the (1h+ 2h1p) hole-density matrix
elements:

ψ̂(r) ) ∑
p

φp(r)ap (2)

|Ψ0
N〉 ) |Φ0〉 (4)

∆pq ) -∑
i,j

xi
/xj〈Φ0|ai

† ap
†aqaj|Φ0〉

-( ∑
r,k,i>j

xrij
/ xk〈Φ0|aj

† ai
†arap

†aqak|Φ0〉) - (p T q)*

- ∑
r,i>j
s,k>l

xrij
/ xskl〈Φ0|aj

† ai
†arap

†aqas
†akal|Φ0〉

+〈Φ0|ap
†aq|Φ0〉 (6)

∆ij ) xj
/xi + ∑

r,k

xr[jk]
/ xr[ik]

∆ri ) -∑
j

xr[ij ]
/ xj (7)

∆rs ) -∑
i>j

xrij
/ xsij

∆(r) ) -〈Ψn
N-1|F̂(r)|Ψn

N-1〉 + 〈Ψ0
N|F̂(r)|Ψ0

N〉 (1)
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where we have defined

Spin-symmetrization of the hole-density matrix elements in the
Ms ) 1/2 space leads to the spinless doublet hole density which
is used in the implementation of the hole-population analysis.
The spin-free equations for the hole-density matrix elements
are given in the Appendix.

For the spatial hole-population analysis of the cationic states,
the hole-density eq 3 is rewritten in terms of the localized atomic
orbital basis functions{øµ}:

Regrouping of the basis functionsøµ according, e.g., to their
atomic originsA, B, ..., in a Mulliken-like manner results in

The integral of this expression

defines a partitioning of the electron vacancy represented by
the hole-population matrixQ with matrix elements

whereSµν are the overlap matrix elements between atomic basis
functionsøµ andøν.

Equation 12, together with the spin-free counterpart of eq 7,
now provides a well-defined and quantitative way to analyze
the spatial hole distribution of the very many calculated cationic
states in terms of their atomic contributions. In cases where the
influence of different groups of basis functions, e.g., nondiffuse
and diffuse ones, on the hole-density is of interest, the basis
functions can be split further into several subgroupsA1, ...An,
B1, ...Bn on the atomic centersA,B.

4. Intermolecular Coulombic Decay (ICD) of Singly
Ionized Inner-valence States of the HF(H2O)2 Cluster

A. The HF(H2O)2 Cluster. The small mixed H2O/HF clusters
have acquired substantial scientific interest, not least because
of their prototype character in the study of hydrogen-bonding
between nonequivalent monomer units.34,38,39IR-spectroscopical
studies40 on mixtures of H2O/HF in Ar-matrix have resulted in
the unambiguous detection of several species such as the two
possible open-chain dimers of (H2O)HF and the H2O(HF)2
trimer. The existence of the HF(H2O)2 trimer has been strongly
assumed but not yet proved unambiguously in the experiments.

Ab initio studies34 on the neutral ground-state structure of
HF(H2O)2 have resulted in a single cyclic minimum structure
with C1-symmetry. In this structure each of the monomer units
acts simultaneously as H-donor and H-acceptor in the hydrogen
bonds. The two H2O units are nonequivalent with one of them

acting as H-donor in the hydrogen bond with the HF unit, the
other acting as H-acceptor (see Figure 2).

We have chosen the cyclic HF(H2O)2 cluster for our
exemplary study of the ICD of singly ionized inner-valence
vacancies for several reasons. One reason is that the size and
structure of the system, with each monomer unit having two
hydrogen-bonded neighboring units, make it an ideal candidate
to show very distinct signs of electronic decay even in moderate-
size discrete Gaussian basis set calculations. In addition, the
nonequivalence of the molecular units in the mixed trimer cluster
enhances the amount of information that can be extracted from
the study of the decay mechanism and its determining factors,
compared to a cluster of equivalent units, such as, e.g., (HF)3.
Therefore, the system is on one hand complex enough to allow
us to demonstrate the diagnostic value of the computational and
analytical tools developed, but it is on the other hand small
enough to be treated with acceptable accuracy in reasonable
time.

B. The Ionization Spectrum of the HF(H2O)2 Cluster:
Signs of an Efficient Electronic Decay.The calculated valence
ionization spectrum of the HF(H2O)2 cluster is compared to the
known ionization spectra of the corresponding isolated mol-
ecules H2O41,42and HF43,44 in Figure 4. Because of the weakly
bound character of the system, the valence ionization spectrum
of HF(H2O)2 can be analyzed in terms of contributions from
the interacting molecules H2O and HF. Therefore, the ionization
spectra of the isolated H2O and HF molecules should be briefly
discussed as reference first. All spectra presented in Figure 4
are separated into two distinct regions by an energy gap of≈15
eV. The outer valence region in HF (≈15-21 eV) consists of
two main peaks which result from ionization out of the 1π and
3σ orbitals with essentially F(2p) character, respectively. Each
state is related with the ionization of a specific orbital, indicating
the validity of the independent particle picture of ionization in
this energy region. The situation is similar in the outer-valence
of the ionization spectrum of the H2O molecule (≈12-20 eV).
Here, because of theC2V-symmetry, three main peaks are
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Figure 4. Valence ionization spectrum of the HF(H2O)2 cluster in
comparison with the spectra of the isolated molecules HF and H2O
calculated with the ADC(3)/1p-GF method. The vertical bars indicate
the individual computed transitions of height proportional to their pole
strength. The inner-valence part (≈30-45 eV) of the calculated cluster
spectrum is also shown on an expanded energy scale. In contrast to
the isolated molecules, dense line bundles due to the electronic decay
of the singly ionized inner-valence F(2s) and O(2s) vacancies are clearly
visible. These line bundles mimic continuous intensity distributions in
the discrete finite Gaussian basis set representation (aug-cc-pVDZ).
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observed which result from ionization of the 1b1, 3a1, and 1b2

orbitals, with essentially O(2p) character, respectively.
In the inner valence region of the two spectra, the situation

is different. In the HF spectrum, instead of observing a single
peak resulting from ionization out of the 2σ orbital with mainly
F(2s) character (as expected in the independent particle picture),
the spectral intensity is distributed mainly over two peaks with
comparable intensity. This observed line splitting is due to a
partial breakdown of the independent particle picture of ioniza-
tion37 and is typical for the inner valence region of many
molecular systems. The breakdown effect can be understood in
terms of strong configuration interaction between quasi-degener-
ate inner-valence single-hole (1h) configurations and higher
excited configurations, such as two-hole-one-particle (2h1p)
configurations, involving the additional excitation of an outer-
valence electron. These interactions then lead to a redistribution
of the 1h configuration contributions to the spectral intensity
over several or even many peaks in the spectrum and destroy
the simple picture of main lines corresponding to 1h configura-
tions, sometimes accompanied by a series of satellite lines
corresponding to 2h1p configurations following at higher
energies.

This breakdown effect is even more enhanced in the inner
valence region of the H2O molecule (≈30-40 eV). Here, instead
of one main line due to ionization out of the 2a1 orbital with
mainly O(2s) character, the spectral intensity is distributed over
several lines in an energy range of about 8 eV with at least
four lines having major contributions. This enhanced, compared
to HF, breakdown effect is at least partly due to the lower
symmetry of the H2O molecule leading to stronger interactions
between inner-valence configurations.

It should be noted here that there exist many energy levels
in the inner-valence region of the systems under discussion (e.g.,
Rydberg states) which are not visible in the calculated ionization
spectra in Figure 4. This is due to the fact that spectral transitions
to states derived mainly from excited configurations (e.g., 2h1p
configurations with a diffuse Rydberg-like 1p contribution) gain
only very small intensity in ionization spectra calculated or
recorded in the framework of the sudden approximation (see,
e.g., ref 37 and references therein) because of their negligible
1h contributions. Additionally, the basis set used in the
calculations has not been optimized to represent this kind of
states because they do not play a role in the present study.

We now turn to the valence ionization spectrum of HF(H2O)2,
which should be analyzed in comparison with the isolated
constituent units H2O and HF. The outer-valence region (≈11-
20 eV) consists of nine main peaks. These peaks are due to
ionization out of the nine outer-valence orbitals of HF(H2O)2
resulting from the intermolecular interaction among the orbitals
of the constituent monomer units. These orbitals are linear
combinations having contributions on the different units. The
former degeneracy of the F(1π) has been removed because of
the intermolecular interaction and symmetry lowering.

The situation in the inner-valence region (≈30-45 eV) is
much more complex. Here, a very rich structure of dense lying
groups of lines are centered around lines with somewhat higher
intensity. The positions of these dense distributions correspond
quite closely to the peak positions in the isolated molecules.
The two dense distributions between 36 and 42 eV, e.g.,
obviously correspond to the former two F(2s) peaks in the
isolated HF molecule and gain their spectral intensitysas we
will show in section IVD using the hole-population analysiss
from 1h configuration contributions exclusively localized on
HF. The more complex structure between 30 and 35 eV

corresponds to overlapping and strongly mixing O(2s) peaks
from the two nonequivalent H2O monomer units in the cluster.
The 1h configurations responsible for the spectral intensity of
these peaks are linear combinations having contributions on both
H2O units. The character of the very many calculated satellite
lines appearing in the inner-valence of the HF(H2O)2 spectrum
will be discussed further in detail in section IVD using the hole-
population analysis introduced in section III.

The main difference between the inner-valence region of the
spectra of the monomers and the molecular cluster is that, in
place of the distinct isolated lines of the monomer spectra, dense
bundles of line fine structure appear in the spectrum of the
cluster, centered about the former single lines. As we have
shown recently in a study on the small (HF)n clusters,17,18these
dense line bundles grouped around a state mimic, in a discrete
basis set approach, the broadening of the spectral lines due to
decay. The satellite states in these dense state distributions
represent the coupling of the decaying cationic state to the
continuum of accessible dicationic decay channels. Analyzing
the possible dicationic decay channels resulted in the proposal
of the ICD mechanism. To definitively prove the proposed
mechanism and to gain deeper insight into its details, we analyze
in the following the nature of the ionic states involved in the
decay distributions, as well as the possible final dicationic states.

C. Evaluation of Possible Decay Channels.The possible
dicationic states that can be reached via autoionization decay
of the inner-valence hole states of the HF(H2O)2 cluster have
been calculated with the ADC(2) scheme for the evaluation of
the particle-particle propagator.30,31To emphasize the peculiar-
ity of the situation in molecular clusters, the results are compared
to those on the isolated molecules HF and H2O, as shown in
Figure 5.

The situation in the isolated HF and H2O molecules is very
simple: The inner-valence F(2s) or O(2s) singly ionized states
are about 4 eV lower in energy than the lowest doubly ionized
states. Therefore, simply because of energetic reasons, the decay
of the inner-valence cationic states via electron emission is not
possible (IP(inner valence)> DIP(outer valence)). The excited
states can only decay radiatively. In agreement with this, as we
have seen, no traces of electronic decay are found in the
calculated ionization spectra of the molecules. In sharp contrast
with this situation, strong signs of efficient electronic decay of
the inner-valence vacancies can be found as soon as the
monomer units interact with each other building a weakly bound
molecular cluster like HF(H2O)2 (see Figure 4). As can be seen
easily in this case, a large number of dicationic states is now
accessible via electronic decay. Both the H2O(2s) and the HF-
(2s) inner-valence vacancies are embedded in a relatively dense
distribution of dicationic states. The electronic decay should
be possible on energetic reasons because some or even many
outer-valence dicationic states are lower in energy than the
singly ionized inner-valence states.

To understand this drastic change in behavior between
isolated molecules and weakly bound cluster, it is important to
analyze the character of the accessible dicationic decay channels
in some detail. This has been done using a two-hole population
analysis33 that decomposes the two-hole density of the dicationic
states into their localized atomic contributions, and thereby into
components describing the two-hole distribution over the
constituent units of the cluster. Because of the main state
character of the dicationic states with both holes in the outer-
valence, it is sufficient to consider the 2h configuration space
contributions of the dicationic eigenvectors in the analysis only.
The composition of the dicationic states of the cluster in terms
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of contributions from the different monomer units are shown
in Figure 5. An evident observation is that the vacancies of the
dicationic states are either localized both on the same unit (one-
site states) or each on a different units (two-site states). The

onset of the one-site states is much higher in energy (by≈10
eV) than the onset of the two-site states (i.e., the double
ionization threshold). An important fact is that, just like in the
isolated molecules, the one-site dicationic states on a specific

Figure 5. Evaluation of energy-permitted dicationic decay channels of the HF(H2O)2 cluster in comparison with the situation in the isolated
molecules HF and H2O. The vertical bars indicate the individual computed transition of height proportional to their pole strength. The DIPs
corresponding to transitions to outer-valence dicationic states are shown below the respective IPs. The 2h-pole strength of the individual dicationic
states of the HF(H2O)2 cluster is further decomposed into contributions describing the two-hole density on pairs of molecular units. The dicationic
states can thus be classified in one-site and two-site states. Essentially only two-site states are accessible to the electronic decay of the inner-valence
vacancies in the cluster.
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cluster unit are higher in energy than the corresponding inner-
valence cationic states on the same unit. Therefore, the dicationic
HF one-site states are not accessible at all to the decay of any
of the singly ionized states, and only very few dicationic H2O
one-site states are in principle energetically available for one-
hole states localized on HF, but have negligible overlap with
the latter because of the localization of the vacancies on different
monomer units. Therefore, one can conclude that, like in the
isolated monomers, one-site dicationic states are not available
for electronic decay of inner-valence vacancies in the molecular
cluster HF(H2O)2.

The situation is totally different for the two-site states, which
of course do not exist for the isolated monomers. As already
noted, the existence of these states lowers the double ionization
threshold substantially, because of the largely reduced Coulomb
interaction of the spatially separated hole-charges. The vast
majority of these distributed states has the two holes localized
on two neighboring monomer units, but there is also a
nonnegligible number of states with hole-charge contributions
on all three monomer units. This delocalization of the two holes
on three monomer units can be understood in terms of dicationic
configurations delocalized over the two H2O units mixing with
dicationic configurations with at least one hole on the HF unit.
This large number of two- and even three-site states (because
of the configuration mixing) is accessible for electronic decay
of the inner-valence cationic states. When the latter are localized
on a single cluster unit, as is the case for the F(2s) vacancies,
we can therefore conclude that the electronic decay has to be
intermolecular, leading to dicationic states having the two holes
distributed over at least two neighboring units.

D. Hole-Population Analysis of the Decay Distributions
of the Inner-Valence Cationic States.The very many calcu-
lated cationic states, especially in the inner-valence region of
the ionization spectrum of the HF(H2O)2 cluster, have been
characterized according to their spatial hole-charge distribution
with the hole-population analysis introduced in section III. With
this method the full 1h and 2h1p configuration components of
the ADC(3) eigenvectors of the calculated cationic states are
partitioned in contributions on the different atomic centers. As
already mentioned in section II, to obtain accurate and complete
eigenvectors by full diagonalization of the ADC matrixes, the
latter have to be reduced in size by restricting the configuration
space. This has been done by reducing the number of active
one-particle functions (Hartree-Fock orbitals) so that only
virtual orbitals with energy lower than a given threshold are
taken into account. The calculated ionization spectra obtained
with different sizes of the active configuration space for the
aug-cc-pVDZ basis set are presented in Figure 6. It is clearly
visible that, apart from a shift of the inner-valence part of the
spectrum to higher energies when reducing the active config-
uration space, the line bundles themselves, and therefore the
description of the decay, are only slightly affected. The widths
of the bundles are broadened to some extent when restricting
the size of the active configuration space because of the
artificially enhanced breakdown effects which are due to reduced
flexibility of the configuration space. It is clear, however, that
the reduction of the ADC matrix by truncation of the config-
uration space within an appropriately chosen basis set preserves
a very reliable description of the decay lines, in contrast to a
size reduction obtained by restricting the Gaussian basis itself,
e.g., by discarding the set of diffuse functions (see Figure 3).
All results of the hole-population analysis presented in the
following are based on the ADC(3) calculations with the
restricted active configuration space in the aug-cc-pVDZ basis

set including orbitals with energies<1.2 au. The corresponding
ionization spectrum is presented in Figure 6c. In this case the
dimension of the ADC matrix after prediagonalization of the
affinity block is of the order of 4800 for the larger A′ symmetry
representation.

The results of the hole-population analysis are presented in
Table 1. For reasons of simplicity only selected states, charac-
teristic of the different spectral regions, are shown. They have
been chosen to be fully representative of the very large number
of remaining states in each of the groups discussed. Because
we are mainly interested in the hole-charge distribution over
the different molecular units of the cluster, we have grouped
together all contributions on atomic centers which are part of
the same unit. In the outer-valence region (≈12-21 eV) the
nine cationic states in Table 1a are mainly derived from 1h
configuration contributions (main states). Because of this, the
hole-population analysis of the sole 1h configuration space (1h-
population analysis) already gives a good description of the
charge distribution. Inclusion of the small 2h1p contributions
changes the populations to some extent but does not affect the
qualitative picture. Our main goal is to analyze the very many
cationic states in the inner-valence region of the spectrum, so
we shall not discuss the hole distribution of the outer-valence
states in much detail. As expected, their nature can be
qualitatively deduced already by inspection of the few dominat-
ing 1h eigenvector components, of F(2p) and O(2p) character.
The hole distribution of the two lowest lying A′′ states, for
example, can be understood in terms of removing one electron
from the two highest-lying occupied a′′ orbitals, which are linear
combinations of O(2p) orbitals having contributions on both
H2O units. The A′′ state at about 15.18 eV has a fully localized
hole on the HF unit, resulting from removal of one electron
from the a′′ orbital mainly localized on HF.

The situation in the inner-valence region (≈30-45 eV) is
very different. Here, most cationic states have only minor 1h
configuration contributions (satellite states with small spectral
intensity) and are therefore mainly derived from excited cationic

Figure 6. Dependence of the valence ionization spectrum of the HF-
(H2O)2 cluster on the size of the active configuration space used in the
ADC(3)/1p-GF calculation with the aug-cc-pVDZ basis set. (a) full
configuration space excluding only F(1s) and O(1s) core orbitals (114
active orbitals, block-Lanczos diagonalization), (b) restricted config-
uration space excluding orbitals with energiesεi > 3.4 au (96 active
orbitals, block-Lanczos diagonalization), (c) restricted configuration
space excluding orbitals withεi > 1.2 au (58 active orbitals, full
diagonalization).
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2h1p configurations in the ADC(3) scheme. In contrast to the
spectral intensity in the photoionization spectrum, which is
essentially related to the 1h components of the eigenvectors,
the physical character of these satellite states can only be
meaningfully described by taking the 2h1p contributions into
consideration. Thus, the (1h+ 2h1p) population terms are the
relevant quantities. Because we are mainly interested in analyz-
ing the state distributions describing the electronic decay of
inner-valence cationic states, we shall focus on the comparison
between states inside such decay distributions and states that
are not involved in decay bands.

The results of the hole-population analysis on the different
types of inner-valence states are presented in Table 1b-d.
Selected typical states involved in the O(2s) decay distribution
between 34 and 36 eV are in Table 1b, and states involved in
one of the two F(2s) decay distributions between 40 and 41 eV
are in Table 1c, while selected states not involved in any decay
distribution are in Table 1d. Inspection of the tiny 1h populations
of the inner-valence states results in the general observation of
a pronounced localization of the hole-charge on either the HF
(F(2s) vacancies) or over the two H2O units (O(2s) vacancies).
Although this finding is of great importance for the understand-
ing of the contributions to the spectral intensity in the photo-
ionization process (sudden approximation) we have to look at
the full (1h+2h1p) populations to gain a meaningful insight

into the hole-charge distribution of the satellite states. This
changes the picture drastically: In the decay distributions the
net hole-charge of+1 is delocalized by comparable amounts
on either two or all three monomer units, whereas the hole-
charge remains mainly localized on only one molecule in the
states not involved in the decay. This observation fits nicely
with the proposed intermolecular character of the electronic
decay of inner-valence vacancies.

The negative values which are observed in some of the
(1h+2h1p) populations on the individual molecular units may
be surprising at first sight but can be easily understood in terms
of the character of the excited electron in the 2h1p configuration
contributions. The 1p contributions can lead to the accumulation
of negative charge in a specific spatial region despite the net
positive charge of the cluster ion. Because of the more localized
character of the hole density in states not involved in a decay
distribution, an accumulation of negative charge is most likely
in this kind of states (see Table 1d). The very small deviations
of the total charge from unity are due to small couplings to
anionic configurations, which arise because of the specific
structure of the ADC eigenvalue problem (see section II). The
anionic components are neglected in the hole-population
analysis.

For reasons of simplicity we will focus in the further analysis
mainly on the F(2s) decaying states. Here the situation is simpler

TABLE 1: Spatial Hole-Charge Distribution of Selected Cationic States of the HF(H2O)2 Cluster Characteristic for the
Different Energy Regions

HF H2O[1] H2O[2] HF(H2O)2

IP[eV] (1h) (1h+2h1p) (1h) (1h+2h1p) (1h) (1h+2h1p) (1h) (1h+2h1p) state

(a) Outer-Valence States
12.8384 0.0004 -0.0860 0.2876 0.2932 0.6252 0.7843 0.9132 0.9916 A′′
13.2030 0.0137 -0.1276 0.6133 0.7868 0.2854 0.3321 0.9124 0.9913 A′′
14.8031 0.1209 0.0674 0.3556 0.4098 0.4496 0.5130 0.9261 0.9903 A′
15.1051 0.7262 0.8314 0.1794 0.1639 0.0216 -0.0007 0.9272 0.9946 A′
15.1755 0.9044 1.0916 0.0098 -0.0612 0.0034 -0.0335 0.9176 0.9968 A′′
15.6633 0.1963 0.1732 0.2937 0.3171 0.4364 0.5003 0.9265 0.9905 A′
18.5781 0.4054 0.4106 0.3932 0.4647 0.1282 0.1156 0.9268 0.9909 A′
19.1701 0.2358 0.2504 0.0711 -0.0111 0.6225 0.7506 0.9293 0.9899 A′
20.0221 0.1540 0.0826 0.5649 0.6907 0.2074 0.2164 0.9263 0.9897 A′

(b) Inner-Valence States, O(2s) Decay Distribution
35.0639 0.0001 0.3891 0.0076 0.2595 0.0004 0.3513 0.0082 1.0000 A′
35.0692 0.0000 0.4460 0.0037 0.1903 0.0017 0.3636 0.0054 1.0000 A′
35.1412 0.0001 0.4918 0.0259 0.2111 0.0029 0.2969 0.0289 0.9999 A′
35.1820 0.0001 0.2493 0.0144 0.4762 0.0005 0.2744 0.0151 0.9999 A′
35.5498 0.0000 0.3884 0.0087 0.0883 0.0008 0.5232 0.0094 1.0000 A′
35.5717 0.0001 0.4542 0.0104 0.4217 0.0001 0.1241 0.0106 0.9999 A′
35.5748 0.0002 0.2604 0.0465 0.4966 0.0012 0.2428 0.0478 0.9998 A′
35.5948 0.0002 0.4533 0.0090 0.3073 0.0035 0.2394 0.0127 0.9999 A′

(c) Inner-Valence States, F(2s) Decay Distributions
40.1089 0.0633 0.4936 0.0007 0.4898 0.0000 0.0165 0.0641 0.9999 A′
40.1120 0.0426 0.5406 0.0005 0.3299 0.0000 0.1294 0.0431 0.9999 A′
40.1234 0.0203 0.0200 0.0003 0.3402 0.0000 0.6398 0.0206 1.0000 A′
40.1255 0.0484 0.3929 0.0015 0.2285 0.0001 0.3785 0.0499 0.9999 A′
40.1763 0.0314 0.3501 0.0004 0.3172 0.0001 0.3327 0.0319 0.9999 A′
40.1834 0.0592 0.4390 0.0007 0.4235 0.0001 0.1356 0.0599 0.9999 A′
40.2025 0.0161 0.2994 0.0005 0.3781 0.0001 0.3224 0.0167 1.0000 A′
40.2129 0.0859 0.6604 0.0011 0.3924 0.0001 -0.0530 0.0871 0.9998 A′

(d) Inner-Valence States, Outside Decay Distribution
43.5043 0.0000 -0.0236 0.0015 0.8157 0.0000 0.2078 0.0015 0.9999 A′′
43.6707 0.0000 0.0193 0.0000 -0.3001 0.0029 1.2808 0.0030 0.9999 A′′
45.8188 0.0000 0.0909 0.0000 -0.1923 0.0029 1.1009 0.0030 0.9994 A′
47.7758 0.0000 0.1580 0.0000 -0.2784 0.0010 1.1203 0.0010 1.0000 A′′
48.5580 0.0000 -0.3206 0.0000 -0.1280 0.0019 1.4484 0.0019 0.9999 A′′
49.9207 0.0020 1.1502 0.0000 -0.1623 0.0000 0.0120 0.0020 0.9999 A′
50.5190 0.0014 1.4454 0.0000 -0.1830 0.0000 -0.2626 0.0015 1.0000 A′′
50.6570 0.0026 0.8786 0.0000 -0.0796 0.0000 0.2010 0.0026 1.0000 A′
a Displayed are the ionization potentials (IPs) of the states together with the hole-populations on the different monomer units resulting from the

hole-population analysis of the 1h and 1h+ 2h1p configuration contributions of the corresponding ADC(3) eigenvectors.
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compared to the O(2s) decay distributions because of several
reasons. The weaker breakdown effects in the F(2s) spectral
region lead to only two distinct decaying states, whereas in the
O(2s) region configuration contributions are redistributed to a
much larger extent over several lines, resulting in largely
overlapping decay distributions. In addition, there is only one
HF unit, resulting in a single molecular orbital with localized
F(2s) character. The existence of two H2O units, on the other
hand, leads to two molecular orbitals with O(2s) character which
are linear combinations of the two O(2s) atomic orbitals.
Therefore, the 1h configuration contributions of the O(2s)
vacancies are partially delocalized over the two H2O units,
whereas the localization of the F(2s) vacancies in 1h configu-
ration space provides a simple starting point for the investigation
of the decay mechanism after preparation of the vacancy in a
sudden ionization process.

The states involved in the two F(2s) decay distributions are
shown again, on an enlarged scale, in Figure 7 together with
graphical representations of their degree of hole localization on
the three molecular units, both in terms of 1h configurations
only and of (1h+2h1p) configurations. If one considers only
the 1h space contributions, practically all states in the two
distributions are fully localized on the HF system (Figure 7b).
As mentioned earlier, this picture characterizes the inner-valence
states as localized F(2s) vacancies. In the full 1h+2h1p space,

these vacancies decay electronically via coupling to the con-
tinuum of dicationic states mimicked by the 2h1p configurations.
In Figure 7c the hole distribution in the full configuration space
is displayed, showing indeed that in reality all states in the decay
distributions have a hole density largely delocalized on two or
on all three molecular units, thus demonstrating the intermo-
lecular character of the decay process.

To arrive at a more illustrative picture of the hole-charge
pattern in the satellite states of the inner-valence region, we
have partitioned the atomic orbital contributions to the hole-
populations into two further subgroups (see section III) compris-
ing basis functions of nondiffuse character (cc-pVDZ basis
functions) and the diffuse basis functions, respectively. For the
clusters of satellite 2h1p states, one should thereby expect that
the nondiffuse component describes essentially the two-hole part
of the charge density, while the diffuse contribution describes
the particle (excited, or escaping, electron). This deconvolution
works nicely, as can be seen in Figure 8, where the two
computed components just described are plotted in separate
graphs for each of the states of A′ symmetry. In the low-energy
outer-valence region the whole charge is essentially described
entirely by the nondiffuse contributions (of 1h type). Proceeding
toward the inner-valence region, where the 2h1p character
dominates, the nondiffuse and diffuse contributions progres-
sively approach the ideal values of+2 (2h) and-1 (1p),
respectively.

The nondiffuse and diffuse contributions to the hole-charge
distribution on the different monomer units are shown in Figure
9a for the whole inner-valence area. From this deconvolution
we are now able to extract direct information on the distribution
of the two holes and the excited electron over the different units
in the satellite states. Upon comparing states inside a decay
distribution with nondecaying states, a major difference is
observed in the nondiffuse contributions: In the decay bundles
the two holes are distributed over two or, in most cases, over
all three molecular units, whereas they are to a very large extent
localized on only one unit in the states lying outside the decay
bands. The differences in the spatial distribution of the excited
electron are not so obvious for the different kind of states
because of the diffuse character of the basis functions. Never-
theless, trends can be observed, in that the excited electron in
a state belonging to a decay distribution is roughly equally

Figure 7. Spatial hole-charge distribution on the molecular units of
the cluster for the states involved in the decay distributions of the two
F(2s) inner-valence vacancies shown in (a). Plotted in the left-hand
side graphs is the degree of localization of the hole-charge on the three
molecular units: (b) considering only the 1h configuration space (1h
population), (c) considering the full 1h+ 2h1p configuration space
(1h+2h1p population). The corresponding histograms on the right-hand
side show the number of states with a given degree of hole-localization.

Figure 8. Partitioning of the net hole-charge in the cationic states with
A′ symmetry into nondiffuse and diffuse basis set contributions. For
the inner-valence, mainly 2h1p, states, the nondiffuse contributions
approximate the 2h part and the diffuse contributions approximate the
1p part. The dotted lines represent the ideal values of+ 1 (1h) and 0
for the outer-valence and of+2 (2h) and-1 (1p) for the inner-valence.
The solid lines are cubic fits to the individual partitioned hole-charge
distributions.

ICD of Molecular Clusters J. Phys. Chem. A, Vol. 103, No. 50, 199911155



distributed over the whole system, while in a nondecaying state
it tends to be somewhat more localized on the monomer unit
where the two holes are localized. In Figure 9b the charge
distribution of the two holes (i.e., the nondiffuse component of
the population) is compared for selected individual states inside
one of the F(2s) decay distributions and states not involved in
the decay. The uniform delocalization of the two holes in the
states representing the electronic decay is in sharp contrast with
the distinct localization of the two holes on one molecular unit
for the nondecaying states.

We summarize the emerging picture of the decay of a F(2s)
vacancy. The situation is similar in the case of the other
vacancies. The decaying inner-valence F(2s) vacancy, produced
by ionization of the neutral ground state system, is localized
on the HF unit. This has been confirmed by analyzing the hole-
charge distribution of the vacancy in the 1h configuration space.

Only this space contributes to the spectral intensity (sudden
approximation). In the ADC(3) Green’s function calculations,
the electronic decay of the prepared F(2s) vacancy leading to
dicationic states is described via coupling of the 1h configura-
tions of the vacancy to excited 2h1p configurations. These 2h1p
configurations represent the coupling of the cationic state to
the continua of the accessible dicationic decay channels in our
discrete finite basis set approach. The coupling is visible in the
spectrum as dense line bundles of satellite states grouped around
the decaying state. In a simple picture, the 2h part of the 2h1p
configurations mimics the 2h configurations of the evolving
dicationic decay channels, the 1p part mimics the corresponding
outgoing electron. Although the two vacancies (2h configuration
contributions) of the individual dicationic decay channels are
localized mainly on only two neighboring molecular units (see
section IVc), the 2h components of the cationic states represent-
ing the decay distributions are typically delocalized over all three
units. This finding can be understood in a simple way in terms
of the strong configuration mixing responsible for the coupling
to all possible dicationic decay channels: The uniformly
delocalized charge distribution of the cationic states reflects an
average of the charge distribution over all the dicationic states
available to the decay.

E. Decaying State Lifetimes.To demonstrate the efficiency
of the proposed ICD mechanism, we have estimated the lifetimes
of the inner-valence vacancies F(2s) vacancies. For this purpose,
the results of the largest performed calculation on the ionization
spectrum of HF(H2O)2 (aug-cc-pVDZ basis set) have been used
exclusively.

As mentioned earlier, in a discrete basis set representation
the inherent energy broadening of the decaying states in the
ionization spectrum is mimicked by dense line bundles. For IP
< 45 eV, all individual lines in this computed stick spectrum
correspond to accurately converged eigenvectors. As already
done in ref 18, we can better simulate the line broadening of
the decaying states by convoluting the discrete lines in the
bundles by Gaussian functions of fixed full-width at half-
maximum (fwhm). The resulting spectral envelope is then least-
squares fitted by a single Lorentzian function. The fwhm of
this fitted Lorentzian provides a measure of the decay width
and therefore of the lifetime of the decaying inner-valence
vacancy. Because of the several open dicationic decay channels
contributing to the decay width (see Figure 5), which is now
represented by a single Lorentzian distribution, the estimated
lifetime is a measure of the sum of the individual decay-channel
contributions. The accuracy of the estimated lifetime can be
improved by repeating the above procedure using successively
smaller fwhms of the Gaussian functions with which the single
lines are convoluted.

We have restricted the lifetime estimate to the F(2s) vacancies
in the HF(H2O)2 cluster because of the much simpler situation
compared to the O(2s) vacancies (see discussion in section IVD).
The convoluted stick spectra for the two F(2s) decay distribu-
tions at about 38.3 and 41.7 eV are shown in Figure 10, together
with the Lorentzian curves that best fit the spectral envelope in
a least-squares sense. The widths of the Lorentzian distributions
are computed to be 0.08 eV (distribution at lower IP) and 0.07
eV (distribution at higher IP) corresponding to lifetimes of 8.2
and 9.4 fs, respectively. These values are very close to those
obtained in a similar manner for the (HF)3 cluster in a study on
the inner-valence vacancies of small (HF)n clusters.18 We note
that these values are comparable in magnitude to the lifetime
of the F(1s) core hole which decays by the usual (intra-atomic)
Auger mechanism. The F(1s) core hole has a decay width of

Figure 9. (a) Spatial hole-charge distribution on the different molecular
units of the cluster decomposed into nondiffuse (2h) and diffuse (1p)
contributions, for the inner-valence ionized states. States involved in
decay distributions are labeled×, states outside decay distributions
are labeled]. (b) Hole-charge composition of selected individual states
in the F(2s) decay band between 40 and 41 eV (left part) and of states
not involved in any decay distribution (right part). Clearly evidenced
is the contrast between the hole delocalization over all three molecular
units in the decay states and the pronounced hole localization at only
one molecular site of the nondecaying states.
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about 0.2 eV, corresponding to a lifetime of about 3.3 fs.44 This
lifetime is characteristic of the fluorine atom and depends only
marginally on the environment of the atom, in sharp contrast
to the ICD of the F(2s) vacancy studied here which actually is
a phenomenon taking place only in the presence of an
environment.

It should be clear from the described procedure that the
estimated lifetimes cannot be considered to be highly accurate,
for several reasons. The resonances decay by electron correlation
and their lifetimes are difficult to compute. Apart from the fact
that we use a discrete finite basis set for the calculation of
resonances there are additional restrictions in the method itself.
Because of the large-scale eigenvalue problem there is only
limited capability in using extended basis sets and also in
performing extensive basis set studies. In the description of the
satellite states only 2h1p configurations are considered as excited
configurations in the ADC(3) approach. In a recent study on
the inner-valence vacancies of the (HF)2 cluster19 using a
standard CI method augmented by a complex absorbing potential
(CAP) the resonance parameters have been calculated in a more
quantitative way. By the CAP-CI method the energy of the
resonance is continued into the complex energy plane. In this
way one avoids to estimate the lifetime from a discrete stick
spectrum. The first results obtained with this CAP-CI method
on the (HF)3 cluster45 nicely confirm the values estimated in a
recent study18 on the same system with the method presented
here.

5. Conclusions and Outlook

In the present work we have investigated in detail the
electronic decay of singly ionized inner-valence states of
molecular clusters in an exemplary study on the cyclic HF-
(H2O)2 cluster. We have shown that, in sharp contrast to the
constituent isolated monomer molecules, the inner-valence
vacancies in the molecular cluster can efficiently decay via the
intermolecular Coulombic decay (ICD) mechanism which has
been proposed recently in studies on singly and doubly ionized
inner-valence states of small (HF)n and (H2O)n clusters.17,18

The decay effects have been analyzed by calculating the
ionization spectra of the clusters using large scale ab initio
Green’s function methods. In our finite discrete basis set

calculations (L2-approach), the broadened bands which should
appear in the ionization spectrum corresponding to transitions
from the neutral ground state to electronically decaying cationic
states are mimicked by dense bundles of lines grouped around
the positions of the decaying states in a characteristic way. By
analyzing these line bundles, the lifetimes of the inner-valence
vacancies have been estimated to be of the order of few
femtoseconds, being comparable to the lifetimes of atomic core
vacancies due to Auger decay.

The proposed ICD mechanism can be summarized as fol-
lows: an outer-valence electron of the molecular site carrying
the initial inner-valence vacancy drops into this vacancy and
the resulting excess energy is transferred in an ultrafast process
to a neighboring monomer unit, where it causes the ejection of
an outer-valence electron. The decay process, therefore, leads
to outer-valence dicationic states having the two vacancies
distributed over neighboring molecular units. Subsequent frag-
mentation of the weakly bound molecular cluster because of
the Coulomb repulsion of the positive charges is likely.

By evaluating the accessible outer-valence dicationic decay
channels for the cationic inner-valence vacancies, we were able
to show that, because of energetic reasons, only an intermo-
lecular decay mechanism is possible in the molecular clusters.
In these systems, a substantial lowering of the energy onset of
the dicationic states is observed, compared to the isolated
constituent molecules, due to the possible localization of the
two vacancies on different monomer units, with consequently
reduced hole-hole repulsion. In this way, autoionization decay
channels are open in the cluster ions which are not available in
the isolated constituent molecules. The observed high efficiency
of the decay can be understood in terms of the large number of
accessible decay channels resulting from the many possible ways
to distribute the two vacancies in the clusters, in combination
with the nonnegligible Coulombic matrix elements responsible
for the efficient energy transfer between the neighboring
monomer units.17,18

The intermolecular character of the observed decay process
of inner-valence vacancies has been confirmed in a direct way
by a careful investigation of the line bundles representing the
broadened decaying states in the calculated ionization spectra.
This task has been accomplished by devising a method of
analysis of the hole-density in the ionized states. In this hole-
population analysis the charge density of each calculated cationic

Figure 10. Estimate of the decay widths (lifetimes) of the two F(2s) inner-valence vacancies of the HF(H2O)2 cluster. The computed discrete lines
representing the decay channels of a cationic state (stick spectrum) are convoluted by Gaussian functions of fwhm 0.02 eV. The resulting spectral
envelope (dotted line) is least-squares fitted with a Lorentzian function describing the resonance energy profile (solid line). The resonance parameters
(width and lifetimeτ) resulting from the fitted Lorentzian curves are shown.
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state is partitioned into contributions spatially localized on the
different molecular units of the cluster. We have thus been able
to show that all the states contributing to the decay distributions
are intermolecular in character, in that the hole-charge density
is distributed over neighboring monomer units. It should be
noted that, beyond its diagnostic value in the investigation of
the decay mechanism, the hole-population analysis provides a
powerful tool for the characterization and understanding of the
nature of the very many ionized states typical of the inner-
valence region of many molecular systems in general.

To confirm experimentally the proposed ICD effect by
inspection of the ionization spectra may not be easy because of
the limited experimental resolution and other effects such as
vibrational broadening. We therefore propose a more direct way
to study the decay effects experimentally. After preparation of
the, possibly size-selected, singly ionized clusters in a molecular
beam apparatus using synchrotron radiation, above a specific
threshold energy a second electron due to the electronic decay
should be detected in coincidence with the primary photoelec-
tron. In a comparative experiment on the isolated molecules
that build up the clusters no secondary electron should be
observed in the inner-valence energy region. Additional hints
of the intermolecular character of the decay could be obtained
by detection of specific ionic fragmentation products resulting
from Coulomb repulsion of the dicationic decay products having
charges localized on neighboring monomer units. It should of
course be considered that the appearance of fragmentation
products can, at least in principle, result from the same dicationic
states produced by direct double photoionization (see, e.g., ref
46). However, direct double photoionization, as a one-photon-
two-electron interaction process, is much more inefficient in
the production of dicationic states, especially in the case that
these states are intermolecular in nature, compared to their
production via ICD of the singly ionized inner-valence vacan-
cies. The additional possibility should also be considered that
the final dicationic states are produced by secondary ionization
caused by the collision of the primary photoelectron with a
neighboring monomer unit,47,48 a situation not included in our
ab initio calculations. This event can, however, be easily
distinguished from the ICD mechanism because of the very
different kinetic energy distribution of the primary photoelectron.

To extend the knowledge of the decay processes studied here,
further investigations in two principal directions seem to be
appropriate. The ICD mechanism prevails in singly and doubly
ionized inner-valence states of molecular clusters, but it is of
more general nature and we expect it to be active in neutral
electronically excited states and all types of weakly bound
systems as well. This includes, e.g., molecules adsorbed on
surface layers. The Green’s function methods used so far have
turned out to be very useful, but are not suited to give a highly
accurate description of the decay effects because of the
limitations imposed by the discrete finite basis sets. For the more
quantitative determination of the resonance parameters (energy,
lifetime) of the decaying states these methods have to be
extended by taking into consideration in a more systematic way
the continuum character of the outgoing electron. Guidelines
for these extensions have already been given by augmenting
standard quantum chemical methods with complex absorbing
potentials in the study of the resonances of small molecular
clusters.19
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Appendix A: Spin-Free Working Equations for the
Hole-Density Analysis of the Cationic States

In theMs ) 1/2 space and summing over spatial orbitals, the
(assumed normalized)nth cationic state wave function in 1h
and 2h1p configuration space reads

where the spin eigenfunctions used are

and the bar (absence thereof) over the orbitals denotes spinâ-
(R). Thus we can rewrite

where

Rewriting the 1h and 2h1p terms of eq 5 of section III in
terms of spatial orbitals, by comparison with eq A3, we now
establish that the following coefficients are nonzero:
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This allows us to explicity separate spins in eq 7 of section
III obtaining, for theR hole-density,

while theâ hole-density becomes

The spinless hole-density is obtained by summing theR and
â components. By further defining

the final result for the spinless hole-density matrix elements
reads
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